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LBIE

● Language-based image editing (LBIE)
○ Iterative (step-by-step) editing



GeNeVA (Baseline)

https://arxiv.org/pdf/1811.09845.pdf

● Conditional GAN
○ G conditioned on ht and ft-1
○ D as binary classifier and conditioned on ht



GeNeVA (Baseline)

● Suffers from data scarcity
○ D can only provide binary signal but not explicit
○ Not enough data for D to train G



SSCR (Ours)

● Self-Supervised counterfactual reasoning (SSCR)
○ Cross-Task consistency (CTC) to provide token-level loss
○ Considers various counterfactual instructions



SSCR (Ours)

● Cross-Task consistency (CTC)
○ CTC: describes the difference iteratively
○ LE: token-level loss



SSCR (Ours)

● Counterfactual reasoning
○ Does intervention for counterfactual instruction I’
○ Applies CTC to train self-supervisedly by L’E

replace token to do intervention



SSCR (Ours)

● Cross-Task consistency (CTC)
○ Provides explicit token-level loss (LE)
○ Trains counterfactual instructions self-supervisedly (L’E)



Experiments

● Evaluation Metrics
○ Precision / Recall / F1 

■ Matches objects between prediction and groundtruth 

○ RelSim
■ Considers both objects and related position



Experiments

● Ours vs Baseline under data scarcity
○ Baseline drops a lot
○ SSCR achieves similar performance when using only 50%

CTC provides meaningful training loss for 
SSCR even under data scarcity

PPL & BLEU for CTC



Visualization Examples

https://tsujuifu.github.io/projs/emnlp20_sscr.html


